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Projecting Network-on-Chip as a System-on-Chip j
platform for safe information i

■ A lexan d er Pavlovich  G a lk in ^  R. H  A l-G ab eri^  H . M . O b a d P  (Y em en), M . M .A m ro^  (Jordan) 

A bstract
D ifferent S y stem -o n -C h ip (S o C ) applications produce different traffic patterns and require 
different perform ances. For this reason, the N etw o rk -o n -C h ip s (N o C s) sh ou ld  be scalable  
also for varying perform ance requirem ents in addition to the different system  sizes.

Innovations occur w here challenges are present. 
N etw o rk -o n -C h ip  (N o C ) w as p ro - p o se d , in face 
of those challenges in the S y stem -o n -C h ip  (SoC) 
com m u n ity  [l].T h e  G igaScale Research Center  
(G SR C) suggested  N o C  to address interconnection  
w oes [2]. Researchers from  the Philips Research  
presented a router architecture su pp ortin g  both  
best-effort and guaran teed -throughp ut traffic for 
N etw ork -on -S ilicon  w ith  safe inform ation  [3] .W h ile  
netw ork-on-chip  is still in its infancy, concept has 
spread and been accepted in academ ia very  rapidly.

A im e d  to be a system atic approach, N o C  proposes  
netw orks as a scalable, reusable and global 
com m unication  architecture to address the SoC  
design challenges. It features a m esh  structure  
com p osed  o f sw itches w ith  each resource connected
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Fig. 1. A  m esh  N o C  w ith  9 n od es

to exactly one sw itch, as sh ow n  in fig .l.

A resource can be a processor, m em ory, A S IC , F P G A , 
IP block or a b u s-b ased  subsystem . T h e resources  
are placed on  the slots form ed b y  the sw itches. The  
m axim al resource area is defined b y  the m axim al 
synchronous region  o f a technology. The resources  
perform  their o w n  com putational, storage an d /or  
I /O  processing functionalities, and are eq u ipp ed  
w ith R esource-N etw ork-Interfaces (R N Is) to 
com m unicate w ith  each other by routing packets  

. instead o f drivin g  dedicated w ires. C om m u n ication  
netw ork is a w e ll-k n o w n  concept d evelop ed  in the 
context o f telephony, com puter com m u nication  as 
w ell as parallel m achines. O n -ch ip  netw orks share 
m an y characteristics w ith  these netw orks, but also  
have significant differences.

C ost is a m ajor concern for on-chip  netw orks  
since m ost S o C s target h ig h -v o lu m e m arkets. The  
buffering in an o n -ch ip  netw ork has very lim ited  
space and is expen sive in com parison  w ith  b oard - 
level, local-area and w ide-area  netw orks. This 
m eans that a N o C  a llo w s a lim ited count o f routing  
tables a nd  virtual channel buffers in netw ork  
nod es. Pow er con su m p tion  is im portant for all 
kinds o f netw orks. H ovyever, on-chip  netw orks are 
d evelop ed  also for em b ed d ed  applications w ith  
battery-driven devices. Such applications require  
extrem ely lo w  p o w er w h ich  is not com parab e to 
large-scale n etw orks. A s  w e  also m en tioned , on - 
chip netw ork design s are confronted b y  the D eep
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SubM icron (D S M ) effects. Tam ing bad  physical 
effects is as im portant as netw ork d esign  itself. • 
Furtherm ore, m an y  SoC  n etw orks are d evelop ed  
as a platform  for m u ltip le  use cases, not on ly  for a 
single use case. Therefore design in g  m icro-n etw orks  
also need to take reconfigurability into account.

A s  w e v iew  it, N o C  is a revolutionary rather than  
evolutionary approach to address the S o C  design  
crisis. It shifts our focu s from  com putation  to 
com m unication. It sh ou ld  take interconnect into 
early consideratioji in the d esign  process, and m igh t  
favor a m eet-in -the m id d le  (p latform -based) design  
m eth od ology  against a to p -d o w n  or b otto m -u p  
approach. N o C  has the fo llo w in g  features:

• Interconnect-aw are [2]: A s  the technology  
scales, the reachable region  in one clock cycle  
dim inishes. C onsequently, chip design  is b ecom in g  
com m u nication -boun d rather than cap acity-bou nd. 
Since the size o f a sin gle m o d u le  is lim ited b y  the  
reachable region in one cycle, to exploit the h u ge  
chip capacity, the entire chip has to be partitioned  
into m ultiple regions. A  g o o d  partitioning sh ou ld  be  
regular, m aking it easier to m an a ge the properties  
o f long w ires inclu din g m id d le -lay er and top-layer  
wires.

'Each m od u le  is situated in one partitioned region  
and m aintains its o w n  synch ronou s region . In this 
way, the reliance bn  global synch ron y  and use o f 
global w ires can be a lleviated . To guarantee correct 
operation, registers m a y  be u sed  in w ire segm ents  
to m ake the design latency-insensitive [3]. Besides, 
each IP m ay  be attached to a sw itch. Sw itches are in  
turn connected w ith  each other to route packets in 
the netw ork. The signal a n d  p o w er integrity issues  
m ay  be addressed at the physical, link and higher  
layers. For exam ple, red u n d an cy  in tim e, space and  
inform ation can be incorporated in transm ission  
to achieve reliability. B y  ph ysica lly  structuring the 
com m unication and su ccessfully  su ppressing the 
D S M  effects, the d esign  robustness and reliability  
can be im proved . -

• C om m unication-centric [1-3]: N etw ork in g
distributed IP m o d u les in a partitioned chip  
results in a naturally  parallel com m u nication  
infrastructure. A s  lo n g  as the chip capacity is 
not exceeded, the n u m ber o f cores w h ich  can be  
integrated on a single chip is scalable. The inter-core  
com m unications share the total n etw ork b an d w id th  ' 
w ith  a h igh  degree o f concurrency. T he netw ork can  
be dim ensioned lo sjjit the b an d w id th  n eed  of^the 
application under interest. T he parallel architecture  
allow s concurrent processing  in com putation  and

com m u nication . This h elp s to leverage perform ance  
and reduce p o w er in com p arison  w ith  a sequential 
architecture perm itting on ly  sequential . zed  
processing. A  protocol stack is typically  built to 
abstract the n etw ork -based  com m unication . Each  
layer has w ell-d e fin ed  functionalities, protocols  
and interfaces. The d esign  space at each layer has 
to be sufficiently explored . The tradeoffs betw een  
perform ance and cost sh ou ld  be considered in 
the design, analysis and im plem entation  o f the 
com m un ication  architecture. Q uality-of-Service  
(Q oS) and sy ste m -w id e  perform ance analysis are 
central issues to address predictability.

• P latform -based [1]: Since the cost o f design  is the 
m ajor obstacle for inn ovative and  com p lex  SoCs, 
d evelop in g  a program m ab le , reconfigurable and  
extensible com m u n ication  p latform  is essential 
for SoC  designs. To this end, N o C  shall serve as a 
com m u nication  and integration platform  providin g  
a hardw are com m u n ication  architecture, an 
associated interconnect interface, as w ell as a high- 
level interface for integrating hardw are IPs, custom  
logic and for softw are p ro gram m in g . This enables the 
architecture level reuse. O n e challenge is to address  
the balance b etw een  generality and optim ality. 
A  platform  m u st serve not o n ly  one application  
but also m an y  applications w ithin  an application  
d om ain . O n  the other h an d , custom ization  to 
enhance perform ance and efficiency is n eeded  to  
m ake designs com petitive. P rovidin g w ell-defin ed  
interfaces at least at the netw ork level and the 
application level is im portant, because it enables 
IPs and functional b locks to be reusable. Interface 
standardization is one m ajor concern to m ak e IPs 
from  different ven dors exchangeable. It m u st be  
efficient and also addresses legacy  IPs. T h e concept 
o f interface-based design  has been  sh o w n  successfial 
for IP p lu g -a n d -p la y  in the history o f softw are and  
hardw are d evelop m en ts, for exam ple, instruction  
sets and various interconnect buses or protocols  
such as Peripheral C o m p o n en t Interface (PCI) 
and U niversal Serial Bus (U SB). A  N o C  design  
m eth o d o lo g y  sh ou ld  also favor com m unication  
interfaces for the greatest possible IP reuse and  
integration [2 ,3 ] ./U sin g  valid ated com pon ents and  
architectures in a design  flo w  shrinks verification  
effort, reduces^' tim e-to-m arket and guarantees  
product quality, thus enhancing design  productivity.

A s  such, N o C  research d oes n ot deal w ith  only  
■-several aspects o f S o C  design  but creates a new  

area [3]. T ^ e  term  N o C  is u sed  tod ay  m ostly  in a 
very broad m ean in g . It en com p asses the hardw are  
com m un ication  infra-structure, the m iddlew are  

. and operating system , application program m in g
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interfaces [2], the design  m eth o d o lo g y  and  its 
associated tool chain. The challenges for N o C  
research have thus been distributed in all aspects 
o f SoC  design  from  architecture to perform ance  
analysis, from  traffic characterization to application  
design.

N o C  classification. C om m u n icatio n  netw orks u sed  
in com puter system s as w ell as the N o C s  can be  
roughly classified to shared m ed iu m  netw orks, 
direct netw orks, indirect netw orks, and hybrid  

, netw orks according to h o w  their resources, w hich  
are the netw ork interfaces, sw itch n od es and  
com m unication  channels, are connected to each  
other and h ow  the com m un icatin g  processor  
nodes are connected to the netw ork. Fig. 2 depicts 
a classification o f the N o C s  w h ich  is based  on the 
differences betwefen the top ologies and w hich  
is approxim ately  sim ilar to that o f  the com puter  
netw orks presented in [2]. The to p o lo g y  determ ines  
m an y properties of the N o C s  like, for exam ple, the 
usable alternative routing algorithm s, the scalability, 
the perform ance and the set o f possible applications. 
The shared m ed iu m  netw orks are basically on - 
chip system  buses .which are shared b y  m u ltip le  
processors. The direct netw orks are c om p osed  o f  
nodes w hich  contain one processor and one sw itch  
w hich the processor uses for com m u n icatin g  w ith  
the other nodes. The n u m ber cji sw itches and the 
processors are equal in direct fretworks. In indirect 
netw orks processors are connected o n ly  to edge  
sw itches, and the n u m ber o f processors can be quite 
different from  the nuihber of sw itches. The hybrid  
netw orks m ay  have features o f m ore than one o f the 
previously  presented netw ork top ologies.

Shared on-chip buses on top of the classification  
depicted in fig. 2 include A M B  A  [2], and C oreC on n ect  
[3] w hich are su pp lied  as r eu sa b le ,com m ercial IP 
blocks b y  different.-com panies. Both o f these on- 
chip bus architectures a llow  fast d eve lop m en t and  
integration o f , reusable IP cores into SoC s. The - 
problem  o f , the shared on-chip  buses is their bad  
scalability for large SoC s. This is becau se the w ires  
becom e long and w ire delays h igh  as the n um ber  
o f blocks connected to the bus b ecom es high , w hich  
reduces the operation rate and throu ghpu t o f the 
shared buses. A M B  A  is a hierarchical shared bus  
w hich is d iv id ed  b y  a bridge into system  bus (A SB) 
and peripheral (A PB ) bus. The p ro ce sso r . and the 
m ain m em o ry  are connected to the A SB  segm ent  
o f the A M B A  and the slow er peripheral b locks to 
the APB segm ent. The ASB  is also connected to an  
external bu s interface and a test control interface, 
w h ich  m akes it possible to test the SoC s and their IP 
blocks w ith  external testers. C oreC on n ect is also a 
hierarchical bus w h ich  consists o f different seg m en ts.

The Processor L ocal B us (PLB) can be connected to 
one or m ore processors and  the O n -C h ip  Peripheral 
Bus (O PB) connects slow er peripheral blocks to the  
system .

Network-on-Chip

Shared Medium Networks ;
-A M B A  (Shared bus)' !
_  CoreConnect (Shared bus)

Direct Networks -
Regular topologies

-Strictly ortogonal topologies
I— Nostrum, SoCBUS, SoCIN (2-D mesh)

Other topologies 
I— OCTAGON 

-Irregular topologies 
Indirect Networks

Regular topologies 
-SPIN (Fat Tree)
-X G F T  (extended Generalized Fat Tree) 
“ Crossbar

■"Irregular topologies
xPipes, /Ethereal (selectively irregular)

Hybrid Networks
“ PROTEO (Hierarchical ring, irregular)
“ EQBl (Hierarchical segmented bus)
-Full 2-D mesh configuration

Fig. 2. C lassification o f N etw o rk s-o n -C h ip

The PLB can be im plem en ted  either as a sim ple  
shared bus or as a crossbar w hich  the m aster devices  
like the processors can arbitrate independently.

Direct netw ork to p o lo g y  is O ctagon  [1,2] w here  
netw ork n od es and bidirectional links betw een the 
adjacent n od es form  a ring. In O ctagon the n od es in 
the opposite sides o f the ring are also connected to 
each other w ith  bidirectional links. A s  the n um ber  
o f com m u n icatin g  n od es exceeds eight the n od es  
are arranged into tw o  or m ore rings w hich  have  
com m o n  n od es w h ich  operate as bridges. The  
advantage o f the O ctagon  is a low  diam eter and its 
disadvantage is the h igh  length o f the longest links. 
The direct netw orks cou ld  also h ave an irregular  
top o lo g y  op tim ized  for so m e  application, although  
such an exam p le is not presented here.

Different SoC  applications produ ce different traffic 
patterns and require different perform ances. For 
this reason, the N o C s  sh ou ld  be scalable also for 
varying perform an ce requirem ents in addition  to 
the different system  sizes. The topologies o f the 
indirect netw orks can be m ore easily optim ized  
for so m e particular application than those o f the
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direct netw orks, because the n u m ber o f sw itch  
nod es can be chosen in d ep en d en tly  o f the num ber  
o f processors connected to the netw ork. Therefore, 
they are m ore suitable for M P S oC s from  this 
perspective. SPIN  has a fat tree to p o lo g y  [2,3] 
w hich is a bidirectional m u lti-stage interconnection  
netw ork (B M IN ). It is a pure packet sw itch N O C  
w here w orm h ole  routing technique is u sed . It can  
be scaled for different system  sizes w h ich  are equal 
to exponents of n u m ber tw o, and it routes packets  
w ith adaptive Turnaround routing  '

Irregular indirect! top ologies w h ere the degrees  
of switch nod es can be chosen  indep end en tly  of 
the degrees o f the other sw itch  n od es a llo w  even  
m ore optim ized N o C  im plem entation s. XPipes  
[3] is a library o f soft com p on en ts w h ich  can be  
u sed for im plem en tin g  cu sto m ized  N o C s  w ith  
irregular indirect to p o lo g y  for SoC s w h ich  contain  
general-purpose pro gram m ab le  processors, D SPs, 
hardw are accelerators, m e m o ry  blocks, I /O  blocks  
etc. It consists o f soft m acros o f netw ork interfaces, 
switches and sw itch -to -sw itch  links and it is targeted  
for interconnect centric design  flow s w h e r e ' pre­
designed and pre-verified intellectual property (IP) 
blocks are integrated into an interconnect-centric  
system  architecture. Since basically m o st o f the 
S o C s integrate a h eterogen eous set o f specialized  
com ponents, X p ip es a llow s the u sage o f irregular 
h ighly optim ized netw ork to p o lo g y  to be cu stom ized  
for every application individually. For exam ple, 
three different netw ork configurations for M P E G 4  
decoder im plem en ted  w ith  X P ipes are presented  
in [3]. D ifferent n etw ork configurations consist of 
different n u m ber o f sw itch  n od es, and the degree  
o f the sw itches m ay  be different even  in the sam e  
netw ork configuration. The p o w er con sum ption s, 
silicon areas, and routing latencies o f the netw ork  
configurations are also different, w hich  illustrates 
h o w  the netw orks can be o p tim ized . D espite the 
irregularity o f practical n etw ork top ologies aim ed  
at the SoC s to be c o m p o sed  o f h eterogen eous • 
com ponents, the X p ip es cou ld  also be u sed  for 
generating, for exam p le, 2 ,3 -D  m esh -n etw ork s  
depend ing on the application . The a p p lic a tio n . 
can be presented as a core graph  the vertices o f 
w hich are the com m u n icatin g  com p on en ts o f the 
system . The edges o f the core graph are annotated  
w ith the com m u n ication  b an d w id th  betw een  the 
com ponents. The N o C  design  flo w  based  on the 
usage of X p ip es C om p iler  reads a m o n g  the other 
things the core graph as an input and generates 
a high-level SoC  floorplan  w h ich  includes the 
com m unicating blocks, the sw itch  n od es and the 
com m unication  links. The routing is source routing  
w ith look -u p  tables w h ich  are a lso  generated b y  the 
X pip es C om p iler for every  sw itch  n od e separately.

Ethereal [3] is another N o C  w hich  can be flexibly  
configured for different applications and w hich  
can b e  u sed  for im p lem en tin g  N o C s  w ith irregular 
indirect top ologies. It provid es separate classes 
for best-effort (BE) and guaranteed services (GS) 
traffic. The BE (best-effort) traffic is routed through  
the N o C  like in other netw orks w ith  conventional 
w o rm h o le  routing, w h ereas the G S traffic is routed  
b y  pipelined tim e-d iv ision -m u ltip lex ed  circuit 
sw itching. In one o f the configurations every sw itch  
n od e also consists o f tw o  separate sw itches for 
sw itching G S and BE traffic and form s a com bined  
G S-B E -sw itch . The G S sw itches have slot tables 
w h ich  m ap ou tpu t ports to input ports for every  
tim e slot. A ll o f the sw itch  n od es use the sam e  
fixed-duration  tim e slot and their operation m ust  
b e synchronized . This can  be don e b y  u sing the 
sam e centralized syn ch ron ou s clock in every sw itch  
n od e. A ltern atively  the synchronization can be 
based on  tokens w h ich  o u tp u t ports generate and  
send to input ports w ith in  the sam e sw itch n od e  
so as to indicate that they can receive m ore FLITs. 
The Ethereal is probab ly  the m ost advanced N o C  
presented u p  till now , but it requires also quite 
com p lex  design  flow , w h ich  m a y  be a disadvantage.
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