
Abstract
The security-state categorization of complex power system networks based on "transient stability" is proposed in this research 
study as a "Convolutional Neural Network (CNN)" based pattern classification approach. The “pre- contingency operating 
states” of a “power system network” served as CNN’s input. The focus was on predicting the system's post-contingency 
stability condition, so the Critical Clearance Time (CCT) was used as the primary metric for categorizing the “pre-contingency 
operational states” into "secure" and "insecure" classes. The recommended method was successfully applied to the “IEEE 39-
bus system”, and it was discovered that the CNN classifier can classify the power system's pre-contingency operational states 
based on an accurate forecast of the conditions that will lead to future post- contingency transient stability. 

*Author for correspondence

1.0  Introduction
The synchronization of the spinning speeds of thousands 
of massive, interconnected producing units is necessary 
for the power system. In addition, regardless of variations 
in demand or potential generator failure, the operation 
requires all equipment to function within its physical 
limitations. Generator or backup power failures are 
frequent in a typical power system, which could alter 
the system’s operational state. Power system security 
is the term used to describe the “degree of risk” that a 
power system poses in surviving potential disturbances 
like faults and contingencies without experiencing a 
substantial interruption in the delivery of electricity to 
consumers at any one time.
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To ascertain how well-built a power system is in 
relation to a wide range of major conflicts that are likely 
to occur on a daily basis for any network, “security 
analysis” is therefore essential. For power system 
security investigations (DSA), there are two fundamental 
categories: “Static Security    Analysis” (SSA) and “Dynamic 
Security Analysis” (DSA)1. It is essential that the power 
system returns to normal after a crisis because any 
catastrophe will inevitably cause the system’s status 
to alter. According to the SSA, who assert that stable 
operations have been attained2, the assessment mainly 
examines whether any physical or “security constraints” 
have been lifted in order to reach the “post- contingency 
steady state”. However, a quick change to the steady-
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state operating point is highly doubtful in the event of 
any seriously upsetting events. This impossibility might 
lead to the system reaching a quasi-stable condition 
for a noticeably longer amount of time, which might 
further lead to the unintended activation of relays and 
circuit breakers that are used for system isolation and 
protection3. Finally, this phenomenon causes a series of 
critical systems and machinery to fail, endangering the 
system’s security. Because most power generating units are 
built to function at or near their optimum efficiency, and 
because contemporary major power grids have improved, 
the possibility of instability in the competitive modern 
energy market has increased. specific research on dynamic 
security4,5.

One of the most precise techniques for transient 
stability is nonlinear Time Domain Simulation (TDS)1. 
With the help of sets of “time-domain non-linear algebraic 
equations”, this technique simulates the behaviour of 
generators and other power system equipment. The 
equations are numerically solved in order to assess a 
system’s dynamic behaviour under plausible perturbations 
and determine whether the perturbation would result in 
a loss of “transient stability”. The fundamental drawback 
of TDS is that it cannot be used for online applications 
because it necessitates lengthy and resource-intensive 
numerical integrations6. TDS cannot be used to judge the 
“relative stability” of a power system, which is seen to be 
more significant than examining its “absolute stability”. 
For instance, the only method to gauge the seriousness 
of a certain scenario is to assess how it will affect system 
security in comparison to other scenarios7.

The direct technique employing transient energy 
function is an alternate method to the transient stability 
analysis for determining the post-contingency operating 
point8. The direct method’s use of post contingency system 
reduced order modelling does not yield the same levels of 
accuracy. It is also not a viable strategy for “large-scale 
power systems”, which need in-depth modelling.

Because of their computational complexity, none of 
the standard methodologies for assessing the dynamic 
security of electric power networks can be used successfully 
in real-time or online settings, according to a review of the 
methods now in use. The majority of the electric power 
system’s critical pre-contingency states, which may result 
in widespread blackouts, are distinct, which adds to the 

problem’s complexity. No single algorithm has been able to 
successfully disclose such conditions quickly enough to be 
helpful in real- time security assessment. Therefore, it is 
vitally necessary to develop a quick and reliable technique 
for real-time security monitoring and evaluation of the 
current security level of huge power systems. Several 
research findings from the late 1980s suggest that 
“Machine Learning” (ML) and “Artificial    Intelligence” 
(AI) approaches can be utilized to solve this issue 
effectively9,10. Utilizing “machine learning” and “data 
mining approaches”, attempts have been made to construct 
“very quick” and “intelligent” power system security 
assessment systems11,12, with encouraging outcomes. This 
was attributed to two particular features that may be 
effectively employed to determine the current operational 
health of a power system: their general ability to recognize 
“patterns” fast and their capacity to “learn through 
examples.” These Artificial Intelligence (AI) techniques 
aim to demonstrate the organic connection between input 
(system operating scenarios) and the dynamic security 
status of the system (output). They can even predict 
emergency circumstances using certain system security 
indices by identifying and tracking the pre-contingency 
operational events that would have contributed to system 
vulnerability. This article suggests an AI method for 
categorizing CNN- based big and complex power 
systems in order to conduct transient stability-based 
security evaluations. This method may inform the system 
operator of a potentially dangerous system operation in 
the event of significant interruptions and emergencies. By 
assessing the risk that the system would become briefly 
unstable in the case of plausible contingencies and outages, 
it is possible to forecast and characterize the existing 
operational situations (pre-contingency) of a power 
system. To take into consideration this persistence, a 
Convolutional Neural Network based Security Classifier 
( CNNSC) that functions as a “dynamic security classifier” 
has been created. The suggested CNNSC may categorize 
the dynamic operating states of the power system into 
secure or insecure classes based on a conceivable future 
transient instability by providing it with a set of pre-
contingency operating variables. Plans for emergencies 
have been made given the current loading conditions. Bus 
voltage magnitudes, voltage angles, and power flow data 
were measured using a synchronized Phasor Measuring 
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Unit   (PMU), and these measurements were then used 
as inputs to the CNNSC. The CNNSC outcome is “1” if 
the system’s post- contingency operation is projected to 
be dangerous or “0” if it is assessed to be secure under a 
variety of reasonable  assumptions.

1.1 � The Concept of Convolution’s Neural 
Network Based Dynamic Security State 
Classification

By assessing its capacity to momentarily destabilize the 
system in the event of a contingency in the future, the 
security classifier is intended to forecast and characterize 
the pre- contingency operational status of a power system. 
Convolution’s Neural Network (CNN) has been taught to 
serve as a security classifier in order to do this (CNNSC). 
The system variables or features measured by PMUs 
during the pre-contingency operating scenario of the 
power system are the proposed CNNSC’s inputs, and the 
CNNSC’s output is a prediction of the system’s dynamic 
security state13. The security classifier is designed to forecast 
and characterize the pre-contingency operational status of 
a power system by evaluating its potential to temporarily 
destabilize the system in the case of a contingency in the 
future. In order to do this, a Convolution’s Neural Network 
(CNN) that serves as a security classifier has been trained 
(CNNSC). The dynamic security status of the system 
is predicted by the proposed CNNSC, and the system 
variables or characteristics measured by PMUs during 
the pre-contingency operating scenario of the power 
system serve as the CNNSC’s inputs13. The criticality of 
the line faults was evaluated in this work using the CCT of 
various line faults14. The likelihood that a critical line fault 
will occur in a pre-contingency operating environment 
determines the criticality index for that fault.

To enhance the anticipated CNNSC’s ability to assess 
the “degree of criticality” connected to various pre-
contingency operating situations, off-line training was 
provided. Once trained, the CNNSC may be used online 
to forecast and categorize the power system’s future 
dynamic security state into secure and insecure categories 
using just inputs from the PMU measurements in the 
pre-contingency operating scenario. Figure 1 shows the 
proposed CNNSC’s conceptual diagram.

2.0 Convolutional Neural Network
A “Deep Learning” technique called a “Convolutional 
Neural Network (ConvNet/CNN)” may be able to take 
an input image, assign various objects and elements value 

Figure 1.  Conceptual diagram of the proposed CNNSC.
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(learnable weights and biases), and be able to differentiate 
between them. Comparatively speaking, a ConvNet 
requires substantially less pre-processing than other 
classification methods. Contrary to earlier systems where 
filters had to be manually constructed, ConvNets are able 
to learn these filters and their attributes.

The construction of a ConvNet was influenced by 
the organization of the Visual Cortex and is comparable 
to the connecting network of neurons in the human 
brain. Individual neurons only respond to stimuli in 
the Receptive Field, a small area of the visual field. The 
complete visual field is made up of many overlapping 
fields like this. By using the appropriate filters, a ConvNet 
may be able to accurately capture the spatial and temporal 
dependencies in a picture. Because there are fewer 
parameters to take into account and the weights can be 
reused, the architecture enables a better fitting to the 
picture dataset. To better understand the complexity of 
the image, the network may be trained.

3.0 � Off-Line Simulation of the 
Test System and Training the 
CNNSC

Because of its topological spread and complexity, the 
IEEE 39-bus system was selected as the optimal medium-
sized system for all off-line research. The suggested 
online Fault Severity Ranking Scheme module is tested 

on the IEEE 39-bus. This system consists of 10 machines, 
10 generators, 34 transmission lines, 12 transformers, 
29 load buses, and 2 shunt capacitors. A single-line 
schematic representation of the system is shown in  
Figure 2.

“Numerous load-flow simulations in the IEEE 39-bus 
test system with variable initial starting conditions, such 
as generation and load variations, and changed operating 
scenarios, such as generator and line outages and their 
combinations (OCs), were successful in producing a 
large number of diverse and evenly distributed pre- 
contingency steady-state operating scenarios.” We 
modelled the most accurate operating circumstances by 
simulating simultaneous load changes in about one-third 
of the system load buses at a time. Any arbitrary 10 buses 
were randomly chosen at a time as candidates for load 
variation in 5 steps out of the total 29 load buses (0.5, 0.75, 
1.0, 1.25 and 1.5 p.u. of the base load of the buses).

The following 10 arbitrary buses were used in the 
same manner, and so on. All of the system load buses 
were covered after 20 iterations of the operation. This 
resulted in the development of 5×20 = 100 unique, evenly 
spaced, and yet extremely plausible loading scenarios. 
Then, single-generator outage conditions were added to 
each of the aforementioned 20 loading scenarios. With 
the IEEE 39 bus system’s 10 number generators and 
the additional case of “no generator Visual Cortex is 
structured. The Receptive Field, a restricted region of the 
visual field, is the only place where individual neurons 
respond to inputs. The complete visual field is made up of 
many overlapping fields like this. By using the appropriate 
filters, a ConvNet may be able to accurately capture the 
spatial and temporal dependencies in a picture. Because 
there are fewer parameters to take into account and the 
weights can be reused, the architecture enables a better 
fitting to the picture dataset. To better understand the 
complexity of the image, the network may be trained. 
outage,” a total of 100x11 = 1100 different load-generation- 
generator outage scenarios were simulated.  Multiple 
generator outages were not taken into consideration since 
they would vastly increase the number of operational 
situations that are significantly less credible in real-time 
operation and would therefore be of little use as training 
examples. Based on the same concept, single line-outage 
cases were seen as another form of variation in OC. For 
the test system’s 34 lines, 100 load-generation patterns Figure 2.  IEEE 39-bus test system.
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were paired with 34 single line-outage scenarios and 
the additional condition of “no line-outage” in order 
to duplicate 3500 mutually exclusive load-generation-
line outage combinations. Thus, a total of 1100+3500 = 
4600 unique yet realistic initial steady-state OCs were 
simulated in order to provide a thorough representation 
of the whole operating area of the IEEE 39-bus test system.

3.1 � Selection of Input Variables and 
Formation of Input Pattern Vector

The choice of input information is crucial when training 
the CNNSC. The CNNSC input data was picked for 
training beginning with the choice of PMU measurable 
operating variables, also known as “primary variables,” 
which were believed to be reflective of the dynamic 
characteristics of the system and closely correlated with 
the post-contingency system security. The 146 major 
variables used for the IEEE 39-bus test system are listed 
in Table 1. These variables subsequently make up the 
CNNSC’s “input vector”. The created input vector has 
the following form: X = [VBk, δBk, PLin x-y, QLin x-y], 
where k denotes the kth system bus and x-y denotes the 

transmission line that connects bus x and bus y. In order 
to create a comprehensive set of input pattern vectors, X 
was determined for each of the previously described 4600 
typical Operating Scenarios (OCs). These vectors were 
then transmitted to the CNNSC for classification of the OCs 
based on transient stability.

3.2 � Classification of Training Samples by 
CNNSC

Off-line CNNSC training was accomplished via cross- 
validation with CCT of the line faults. The training set 
was developed using a random sampling of 3000 out of 
the 4600 pre-contingency operating situations defined 
in section 4 (about 2/3 of the total data). One-third of 
the total data, or the remaining 1600 cases, were kept 
as test samples. The simulation produced about 16% of 
unsecured pre- contingency Operating Scenarios (OCs), 
while the other 84%  were secure OCs. Table 2 summarises 
the distribution of the secure and insecure OCs in the 
training and testing dataset.

The confusion matrix in Table 3 illustrates the 
CNNSC’s training performance. It is discovered that 

Primary System Variables Symbol used Number of variables

“Voltage magnitude of all bus” VB 39

“Voltage angle of all bus” 𝜕𝐵 39

“Line active power flow” PLin 34

 	 “Line reactive power flow”	 QLin 34

Total 146

Table 1. The initial pre-selected primary system variables

Dataset Count %

Total no of OCs 4600 100%

No of insecure OCs 736 16%

No of secure OCs 3864 84%

No of training OCs 3000 65%

 No of test OCs 1600 35% 

Table 2. Training and test data for the CNNSC
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training accuracy is high. Ten of the 725 unsecured OCs in 
the training set were incorrectly classified as secure OCs, 
while the remaining 715 OCs were correctly classified 
as insecure OCs. While the remaining 2275 secure OCs 
were accurately classified as secure OCs, 35 of the 2275 
secure OCs were incorrectly classified as insecure OCs. In 
Table 3: “TP represents True positive FP represents False 
Positive FN represents False Negative and TN represents 
True Negative”

4.0 � Performance Evaluation of 
the CNNSC in the Unseen Test 
Cases

Using 1600 never-before-seen test operational scenarios, 
the CNNSC’s classification accuracy was assessed after it 
had successfully undergone training. Table 4 displays the 
findings of the confusion matrix’s security state 
classification for the 1600 unseen OCs. With only 16 
misclassifications, the CNNSC was able to classify the 

unseen cases effectively. A variety of criteria were 
created and applied to judge the effectiveness of the 
planned CNNSC. The accuracy ‘a’ of the classifier was 
defined as the probability of performing a correct 
classification, which is the ratio of the number of correct 
classifications to the total number of exemplars: 

𝑎  where Gij  is the ith diagonal element of the 

confusion matrix. N is the number of exemplars. 
The probability of classifying anything incorrectly was 

determined to be e = 1-a, or the misclassification rate. 
A variety of metrics have been employed to assess the 
effectiveness of the classifier, including:

“Classification Accuracy” = (𝑇𝑃 + 𝑇𝑁)⁄𝑁
“Positive misclassification rate (𝑃𝑀𝑅)" = 𝐹𝑃⁄𝐹𝑃 + 𝑇𝑃
“Negative misclassification rate (𝑁𝑀𝑅)" = 𝐹𝑁⁄𝐹𝑁 +  𝑇𝑁

Other well-known classification algorithms as 
the “Random Forest method” (RF)15, “Support Vector 

Predicted

Secure Insecure

A
ct

ua
l Secure TP = 2240 FN =  35 TP + FN = 2275

Insecure FP = 10 TN = 715 FP + TN = 725

TP + FP = 2250 FN + TN = 750 N = 3000

Table 3.“Confusion Matrix” of the CNNSC for 3000 training cases

Predicted

Secure Insecure

A
ct

ua
l Secure TP = 1189 FN = 38 TP + FN = 1227

Insecure FP = 11 TN = 362 FP + TN = 373

TP + FP = 1200 FN + TN = 400 N = 1600

Table 4. “Confusion matrix” of the CNNSC for 1600 random test cases
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Machine” (SVM) 16, and “Method of Least Squares” 
(MLS)17 were also examined in order to compare 
the prediction accuracy of the CNN approach. Table 
5 displays the relative effectiveness of the various 
classification techniques. The outcomes show that the CNN-
based classifier outperforms other approaches in terms of 
classification performance.

5.0 Conclusion
The research presented a pattern recognition approach 
for assessing the security of power system networks based 
on transient stability. A powerful Convolution’s Neural 
Network based Security Classifier (CNNSC) was created 
and trained to predict and categorize the operating states 
of the power system prior to a contingency into secure 
and insecure classes using PMU-based measured typical 
system variables like voltage, voltage-angle, and power 
flow. The CNNSC was trained off-line using the results 
of the dynamic security computation using the Critical 
Clearance Time (CCT) of line-faults as a measure of 
transient stability. The proposed method was evaluated 
using the IEEE 39 bus test system and yielded encouraging 
results. The IEEE evaluation of the developed CNNSC’s 
performance contrasted its performance with that of 
other related classifiers, such as MLS, RF, SGB.
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