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In the paper, the support vector machine (SVM) is utilized 
to  evaluate the  earthquake-induced site liquefaction
potential, and an optimization algorithm based on cross
validation and sequential backward selection(SBS) is
proposed to improve the generalization ability of the
classifier for seismic liquefaction potential
evaluation(SLPE). Usually, the accuracy of SLPE using the
SVM varies greatly when the training dataset and test
dataset change, so the classifier is not reliable enough in
practice. Because cross validation is more convincing for
evaluating the classifier performance in machine learning,
the algorithm in the paper tries to reduce the maximum error
of cross validation through adopting SBS to determine the
input variables of the SVM. The performance of the classifier
is assessed by the area under the curve (AUC) on the basis
of confusion matrix. As shown by data validation, the
algorithm can reduce the maximum error of cross validation
and the variation of accuracy in SLPE while maintaining
good performance of the classifier. In conclusion, a method
that can improve the reliability of SVMs for classification in
SLPE is put forward in the paper.

Keywords: Seismic liquefaction potential evaluation;
support vector machine; sequential backward selection; cross
validation

1.0 Introduction

The earthquake is a serious natural disaster, and it
causes great losses to the society. The earthquake can
lead to drastic changes of soil, which make building

foundations lose strength and stiffness and then cause
building damage. Seismic liquefaction is a main reason for
instability and damage of buildings, so it is an important topic
in seismic research and design of buildings [1]. In the

earthquake excess pore water pressure of soil is considered
to be the main cause of foundation liquefaction [2]. Soil
liquefaction has been found in many historical earthquakes
[1, 3-5].

Macro phenomena of soil liquefaction such as sand boil,
ground cracking, slope landslide, sinking and leaning of
heavy buildings, floating of some light buildings are directly
observable during earthquakes. But the liquefaction process
of saturated soil is underground, and its occurrence is related
to certain geological conditions.

Researches in soil liquefaction mechanism are concerned
by scholars both here and abroad, and the aim is to study
the mechanical properties of saturated sandy or silty soil and
to study the growth of pore water pressure under cyclic
loading. Early studies showed that the liquefaction of
saturated sand under earthquake is related to void ratio,
confining pressure and cyclic stress [6]. In reference [2],
experimental studies proved that the trigger condition for
liquefaction is due to the large shear strain instead of the
complete loss of effective stress resulting from pore pressure
accumulation. On the basis of experiments, Adamidis and
Madabhushi [7] studied the influence of soil drainage on pore
pressures and shear stress-shear strain response in the
earthquake. At the same time, the peak acceleration of ground
motion plays a decisive role in the movement of soil particles,
which affects the stress redistribution and liquefaction
characteristics of soil [8]. In reference [9], the influence of
seismic dynamic characteristics on foundation liquefaction
was revealed to some extent.

The purpose of mechanism researches is to better
understand the law of foundation liquefaction, so that the
foundation liquefaction trend in earthquake can be accurately
estimated. Liquefaction potential is the trend that excess pore
water pressure produced in saturated sand or saturated silt
during earthquake makes the effective shear strength of soil
decrease or disappear, which results in sand boil or soil
instability. The liquefaction potential evaluation methods
based on experience of earthquake damage are in view of the
investigations of liquefied soil layers in the past earthquakes,
and the historical data are analogized to the new data for
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liquefaction discrimination, or the empirical relationship
between the response of liquefied soil and various in-situ test
indexes is utilized to evaluate the liquefaction potential. These
methods mainly use in-situ test indexes such as standard
penetration test (SPT), cone penetration test (CPT) and shear
wave velocity test to assess the liquefaction potential [10-13].
On the basis of field test data, the liquefaction potential is
evaluated according to some statistical criteria or empirical
formulas.

In recent years, owing to good ability in data processing
and characteristics of nonparametric computation, machine
learning has been widely used in classification [14]. In the
field of seismic liquefaction potential evaluation (SLPE),
several approaches of machine learning such as neural
networks [15, 16], Bayesian networks [17], decision tree [18],
random forest [19], support vector machines [20] have
achieved good results and have showed their wide prospects
of application.

However, the instability that the classification accuracy
varies obviously on different training data sets exists in SLPE
using machine learning. In most of existing SLPE studies, one-
off validation is adopted. In one-off validation, the data set is
split into training set and test set only one time, the training
set is used to train the machine learning model, the test set is
used to test the accuracy and generalization of the trained
model. Perhaps, the model performs well on a certain training
set and test set, but it becomes bad when training set and
test set change.

In machine learning, it is more convincing to adopt cross
validation for testing the performance of a model [21-23]. In
reference [24], 5-fold cross validation was adopted, and the
means of cross validation were used to test the model. In fact,
the calculation result of cross validation may vary obviously,
so means are not appropriate for evaluating accuracy and
generalization of the model. The support vector machine
(SVM) is adopted using the data set including 226 cases [25]
for SLPE, the accuracy of cross validation is listed in Table 1.

It is evident that accuracy varies greatly among runs in
cross validation, and the variability is overlooked in one-off
validation or testing model through means of cross validation.
The model may achieve good performance on a certain
training data set and test data set, but it may not achieve the
same good performance on new data sets, so the model is
unreliable in practice.

On the other hand, in previous SLPE studies, the features

(i.e. input variables) are selected according to research
conclusions on liquefaction mechanism or trial computation
results [19, 26]. This kind of feature selection can be used to
examine model accuracy on different feature sets, but it can
not be used to reduce the variation of accuracy in cross
validation.

In view of the above-mentioned problem, in this paper, a
combination of the SVM and sequential backward selection
(SBS) is employed. The SVM is used as binary classifier to
assess seismic liquefaction potential, and SBS is adopted to
select features on the basis of reducing the maximum error of
cross validation. Calculation results show that the method
proposed in this paper can reduce the fluctuation of
classification accuracy, improve reliability and generalization
performance of the model.

2.0 Theoretical basis

2.1 SUPPORT VECTOR MACHINE MODEL

The SVM on the basis of statistical learning provides a
new, efficient and novel model to improve generalization
performance and can reach a global minimum. It can
effectively solve problems with small samples [27, 28]. The
SVM can fulfill the tasks of classification, regression and
distribution estimation [29].

Suppose the training vectors xiRn, i=1,…, l, in two
classes, and the label vector  yi{–1, 1}, the ith case di=(xi,
yi), xi is a n-dimensional vector of n features (i.e. model
inputs), yi is the class label (i.e. model outputs). The basic
idea of SVMs is the concept of maximum margin hyper-
planes. The classifier of SVM must choose the hyper-plane
whose decision boundary has the largest margin, and it
usually has smaller prediction errors than other hyper-planes
with small margins. The basic formulations of the SVM for
classification [29] are briefly described as follows:

As far as binary classification is concerned, the following
primal optimization problem should be solved:

... (1)

subject to ,
,

where (xi) maps xi into a higher-dimensional space and C>0
is the regularization parameter. Due to the possible high
dimensionality of the vector variable , usually the following
dual problem is solved :

TABLE 1: ACCURACY OF CROSS VALIDATIONS WITH k = 3, 5, 10 FOR SLPE USING SVM

k Accuracy
3 0.9600 0.9733 0.9200
5 0.8889 1.0000 0.9778 0.9778 0.9333
10 0.9130 0.8696 1.0000 1.0000 0.9565 0.9130 0.9565 1.0000 0.9565 0.8947
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... (2)
subject to yT= 0

,
where e = [1,...,1]T is the vector of all ones, Q is an l by l
positive semi-definite matrix, , and

 is the kernel function. In this paper,
.

After problem (2) is solved, using the primal-dual
relationship, the optimal  satisfies

... (3)

and the decision function is

... (4)

2.2 SEQUENTIAL BACKWARD SELECTION

In addition to reducing the storage requirements and the
computational cost, feature selection that excludes irrelevant
variables can improve the generalization ability of the model
[30]. A variety of search strategies, such as backward variable
elimination, regularized elimination procedure, genetic
algorithm (GA) [31], wrapper approach [32] have been used
for selecting input variables in machine learning. As a search
algorithm, the SBS tries to find the best feature subset by
deleting features one by one in initial feature set, and this
feature selection method can improve the classification ability
of the model [30]. The SBS is adopted in this paper, the feature
selection process is described as follows:

With data of the form , where
 is a n-dimensional vector of n

features, is the class label, s is the feature set of n features.
The method consists of classifiers

, depends on the feature set s,
depends on only n–j of the n features. There are  subsets
with n–j features,  is the classifier that depends on the
feature set . If the error of the classifier  is
smaller than all other fj(x), and its feature set is

, then for each . If
the error of  is smaller than all other fj+1(x) and f j* (x),
the classifier  based on s*

j+1 is taken as the optimal
classifier. The above steps will repeat until the error of the
classifier cannot be further reduced.

2.3 EVALUATION METRICS

2.3.1 Cross validation
Cross validation is an important method to evaluate the

generalization ability of models [23]. In k-fold cross
validation, the data set is split randomly into k equal sized
folds. In each run, k-1 folds are employed to constitute the
training set for the classifier while the remaining fold is used
as the test set for appraising the trained classifier through

error or accuracy.
Usually, k is 10 or 30 in k-fold cross validation. As k

increases, the number of cases in training set rises and a more
robust classifier is acquired, but the test set gets smaller. At
the same time, if k is increased, the cost of training the
classifier k times increases [33]. The 10-fold cross validation
adopted in this paper is shown in Fig.1.

TABLE 2: CONFUSION MATRIX OF SLPE

Actual class                          Predicted class

Liquefied Non-liquefied
(positive) (negative)

Liquefied (positive) T P FN
Non-liquefied (negative) FP T N

Fig.1: 10-fold cross validation

2.3.2 Confusion matrix and ROC
The confusion matrix is a table describing the result of

classification. SLPE is the problem of binary classification,
and the evaluation result includes two categories: liquefied
and non-liquefied. The confusion matrix can be shown as
Table 2:

If a case is actually positive and the prediction is also
positive, then it is a true positive case, the number of true
positive cases is TP; if a positive case is predicted to be
negative, it is a false negative case, the number of false
negative cases is FN. With regard to a negative case, it is a
true negative case if the prediction is also negative, the
number of true negative cases is TN; the so-called false
positive case is a negative case whose prediction is positive,
the number of false positive cases is FP.

Several indexes, such as error, accuracy, precision, true
positive rate (TPR) and false positive rate (FPR) are defined
to evaluate the classifier as follows [33]:

error = ... (5)

accuracy = ... (6)

precision = ... (7)
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... (8)

... (9)

In liquefaction problem, there are two types of errors, false
positive cases and false negative cases. Obviously, the false
negative cases are worse because they may lead to the
neglect of potential danger. TPR measures what proportion
of actual liquefaction cases to be discriminated, and FPR is
the proportion of actual non-liquefaction cases being
evaluated to be liquefiable.

Ideally, a classifier has a FPR of 0 and a TPR of 1. The
ROC curve is a graphical plot developed by FPR on the x-axis
and TPR on the y-axis, which presents a visualized view of a
binary classifier's performance. The AUC is the area between
the x-axis and the ROC curve, and the AUC can be a quantity
value representing the classifier's expected performance
comprehensively. Often, the AUC value is less than or equal
to 1, and it is the bigger the better, so the AUC value of a
classifier can be an index being compared to other classifiers
[33].

3. The proposed method for SLPE

3.1 DATA SET

The data set [25] used in this paper includes 226 cases;
there are 133 liquefied cases and 93 non-liquefied cases in the
data set. These cases are obtained through CPT
measurements at over 52 sites and field performance
observations of 6 different earthquakes. The soils in these
cases include clean sand, silty sand and silt mixtures (sandy
and clayey silt), which are of the Holocene age.

As a machine learning approach, the SVM can find
nonlinear quantitative relationships among data. Thus, the
mapping from input to output is established. In this paper,
the model is set up using the original data recorded in
reference [25]. The feature set of the data set is {De, qc, Rf,
v

', v, max, Mw}, where De is the depth of considered soil
layer; qc is the measured cone resistance; Rf is the friction
ratio; v

' is the effective vertical stress; v is the total vertical
stress; max is the peak horizontal ground surface
acceleration; Mw is the moment magnitude.

3.2 ALGORITHM DESCRIPTION

In the procedure of data preparation, scaling of input data
is as follows:

... (10)

Input data can be mapped to [0, 1] utilizing Equation 10,
and the result variable , yi = –1 denotes non-
liquefied soil, yi = 1 denotes liquefied soil.

The maximum error of cross validation is the optimization

object of the proposed algorithm, and SBS is employed to
select the optimal feature set. The proposed algorithm is as
follows:
Algorithm
Input: Whole data set of n features, k (number of fold in cross
validation)
Definition: Let Fn the whole set of the features, length- Fn the
number of features in Fn, Fi, a subset of Fn

    Initialization: = Fi = Fn
for i=0 to length- Fn
      Let length-Fi the number of features in Fi
      for j=1 to length-Fi
        if i0
           Let fj= jth feature of Fi
           Let = Fj = Fi \ fj
         else
           Fj = Fi
         end if
        The data set is divided into k folds
         for s=1 to k
     sth fold is used for appraising the SVM classifier while
the remaining folds are for training the classifier with the
features set of Fj
    end for
    Then there are k errors while cross validation is completed,
let errij the maximum of the k errors and record errij
     if i = 0
         Break
   end if
 end for
Let , Fi the features set corresponding to erri

if i0 & erri >erri–1
     Return Fi–1
      Finish the computation
     end if
    end for
    end Algorithm

4.0 Results and discussion
In this paper, the maximum error of cross validation is
optimized through feature selection. So the classifier can
achieve higher accuracy and better generalization, and the
optimized model is more reliable in practice.

The optimal feature set is obtained through the proposed
algorithm, it is {De, qc, Rf, v

', v, max, Mw}, and v is excluded
from the optimal feature set.

There is the formula as
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... (11)

where u is the pore water pressure.

As far as liquefaction mechanism is concerned, v and v
'

are linearly dependent, and stress is gradually transferred
from soil skeleton to water as the pore water pressure in
saturated sand or saturated silt increases during earthquake.
Soil liquefaction is the process that v

' gradually decreases
and gradually increases [34]. v cannot reflect the process of
stress redistribution in soil, so it is weakly related to soil
liquefaction.

Fig.2 illustrate the accuracy of cross validation before
and after feature selection. In 10-fold cross validation, 3 folds
are with the accuracy of 100% before feature selection, by
contrast, 5 folds are with the accuracy of 100% after feature
selection. The maximum error, minimum accuracy
before and after feature selection are listed in Table 3.

It is clear that the accuracy and the generalization ability
of the classifier are improved, the variation of calculation
accuracy is reduced, and the calculation result is more reliable.

According to [35], when AUC>0.9, the classifier is of
outstanding discrimination. 10-fold cross validation is
adopted in this paper, and the classifier after feature selection
is trained by different training set. As shown in Fig.3, AUC of
each fold in cross validation is more than 0.9, so the classifier
after feature selection is of very good performance.

5.0 Conclusions
Machine learning technology has been applied to some
extent to the SLPE, which is based on mass of seismic damage
investigation data. How to find indicators closely related to
soil liquefaction from mass of data is a subject needing further
studies. On the other hand, machine learning is sensitive to
data due to the prediction result variation caused by the
change of training set. The sensibility limits the application
of machine learning to SLPE. The object of the method
mentioned in this paper is to reduce the sensibility of machine
learning by means of SBS. Through the proposed algorithm,
the maximum error of cross validation is reduced, the
adaptability and generalization of the model are improved.
Thus a new method that can improve reliability of the
classifier in SLPE is put forward in this paper. However, the
optimal feature set in this paper is only applicable to the data

TABLE 3: COMPARISON BEFORE AND AFTER FEATURE SELECTION

Maximum Minimum
error error accuracy

Before feature selection 0.1304 0.8696
After feature selection 0.1053 0.8947

Fig.2: Accuracy of cross validation before and after feature selection

Fig.3: AUC of 10-fold cross validation
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set adopted by this paper, so the cross validation and feature
selection should be conducted again if there are new seismic
liquefaction data.
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