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For digital mine applications, it has the characteristics 
of diverse terrain, complex weather conditions, large 
monitoring area, large number of sensor nodes, multi-
source information for each node, and long monitoring 
period.With the goal of good environmental adaptability, 
low power consumption, low cost and standardization, 
the key technology of wireless sensor network for digital 
mine is proposed, including network structure, networking 
mode, node location method, data fusion method, fast self-
sufficiency and energy saving strategy. For the application 
of digital mine, the improved DV-Hop algorithm is proposed 
to locate the nodes, and then by analyzing the IoT-WSNs 
network model and the node energy consumption model, 
a new clustering routing algorithm is proposed. The 
experimental results show that the wireless sensor network 
technology designed in this paper satisfies the application 
requirement of digital mine well. Both hardware and 
software are convenient for system integration, and it is 
suitable for standardization and large-scale popularization. 
The proposed algorithm is effective and reliable.
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1. Introduction

Digital mine is mainly comes from the social 
application of information technology such as large 
network, large concentration and large mobile. It is 

the result of information technology from single application 
to multiple fusions. It is the manifestation of the complex 
analysis of information technology from the front end 
to the front end. It is the inevitable product of the high 
information technology of the society[1]. Agriculture is the 
endless source of big data and has huge data base[2]. In the 
process of data acquisition, transmission, and analysis of 
the agricultural IoT still faces many challenges, such as data 

acquisition and transmission, sensor power consumption, 
network fault tolerance[3], and self-adaptation. In the 
analysis and decision-making environment, mass sensor 
data how to analyze mining and other issues.

In the sensor network, location information is crucial to 
the monitoring activity of the sensor network[4], and it is 
related to the information transmission of the entire network.
There are many changes in the location of digital mine 
nodes, and the constraints of node cost, power consumption 
and hardware conditions of wireless sensor networks[5]. 
How to achieve low cost, low power consumption and 
high precision positioning is one of the key points in the 
research of large-scale wireless sensor network system for 
agriculture.

In this paper, an improved algorithm is proposed to locate 
the nodes for the field application. For the multi-source 
information terminal of digital mine, a fast self-feed method 
based on solar energy is designed, and the working mode 
of intermittent sampling and deep dormancy is designed, 
which effectively increases the power supply reliability of 
the nodes.

2. A node-oriented low-cost positioning method for 
precision agriculture

The sensor nodes in the WSN are usually deployed inside or 
near the data collection object. The sensors form a wireless 
network in an ad hoc manner. The information in the entire 
area can be sent to the aggregation node through the multi-
hop network and further sent to the remote management 
and control center by the aggregation node. For further 
analysis and decision making in field planting, dynamic 
real-time monitoring of plants, soil, and environment 
has been achieved. WSN-based automatic control drip 
irrigation systems have been designed and put into pilot 
applications. In the process of precision agriculture and 
modern digital mine, how to use information technology 
to obtain information on the growth environment of crops, 
thereby effectively increasing resource utilization and 
production has become an important issue in digital mine.
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2.1. IoT-WSN and Energy Consumption Model

We use G = (V,Y(BS),E) to represent a IoT-WSN, 
this IoT-WSN contains V heterogeneous sensor nodes 
and a resource-rich Sink node. It collects corresponding 
environmental information from sensor nodes, such as 
temperature, humidity, and soil moisture, which are often 
collected in digital mine. Each sensor node is equipped with 
a solar panel, so that the sensor can use solar energy to 
supplement battery power. In the data collection process, the 
data collection range of each node is fixed. If the distance 
between two sensor nodes or between the sensor node and 
the Sink node is smaller than the respective transmission 
range, there is a communication link between the two nodes.

Where the whole IoT-WSN is divided into several 
clusters, each cluster consists of cluster head nodes and 
cluster nodes. The main task of cluster nodes is to collect 
the information of the environment and send the collected 
information to the cluster head nodes[6]. The main task of 
the cluster head node is to receive the data of the cluster 
nodes and transmit these data to the Sink nodes through 
direct communication or multi hop. At the same time, when 
multi hop transmission is adopted, the cluster head node is 
also responsible for the relay task of data transmission for 
the corresponding cluster[7]. The task of Sink node is to 
collect data from the entire network and provide it to users, 
and at the same time responsible for complex computation 
and decision making.

The energy consumed by sensor nodes to transmit k bit 
data to nodes with a distance of d can be expressed as:
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The energy consumed by a sensor node to receive k bits 
of data is:
 _( )RX RX elec kE K E ×=  	 (2)

2.2 Node position calculation method

The three side measurement method is a common method 
for calculating node locations.The idea of the algorithm of 
the three side measurement method is:

The coordinates of the reference nodes are known to 
calculate the locations of the unknown nodes. It is known 
that the coordinates of the three nodes of A, B, and C are 
(xa,yb), (xb,yb), (xc,yc) respectively. The distance of the 
unknown node D from the three anchor nodes A, B, and C 
is da, db, dc respectively. With the shop node as the canter 
and the distance value as the radius, three circles are drawn. 
The intersection of these three circles is the unknown node 
D(x,y) position. Fig. 1 shows a schematic of a trilateration 
method.

Fig. 1: A schematic diagram of three side measurement

Then, there are the following formulas:
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The coordinates of D can be obtained by the formula (3).
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2.3 Location Algorithm

By using the empirical model at different transmission 
distance, antenna height, different crop height, crop density, 
and different terrain, the radio frequency signal attenuation 
and packet loss rate under 433MHz wireless channel are 
analyzed, and the connectivity of information transmission 
is calculated.
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nrecv(ai,t) is in the time t period, the number of signals 
received by the node k is transmitted by the beacon node 
ai.nsend(ai,t) is the number of signals sent by the anchor node 
ai during the time period t. Take the threshold = 90%. The 
node with connectivity CMk,a > 90% serves as a neighbour 
node.

In the distance vector hopping location algorithm, the 
unknown node first calculates the minimum number of hops 
with the anchor node, then estimates the average distance per 
hop, and uses the minimum hop count times the average hop 
distance to obtain an estimate between the unknown node and 
the pin node[8]. Distance, then use the trilateration method 
or maximum likelihood estimation method to calculate the 
coordinates of unknown nodes. The beacon node broadcasts 
a packet of its own location information to the neighbouring 
node. The packet includes a hop segment number field, 
and the initial value is 0. The receiving node records the 
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minimum number of hops for each beacon node, while 
ignoring the larger number of hops from the same pin node, 
and then transfers the value to 1 and forwards it to the 
neighbor node[9]. By this method, the minimum hops of all 
beacon nodes in the network are recorded. Each pin node is 
based on the location information and distance hopping of 
other wrong nodes recorded in the first stage. Then we can 
write a formula to estimate the average distance per hop.
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Where (xi − yi), (xj − yj) are the coordinates of the beacon 
node i, j, Hj, is the number of hops between the beacon 
node i and the j. The average distance per hop calculated by 
the beacon node is broadcast to the network by the packet 
with the lifetime field. The unknown node only records the 
first received average distance per hop and forwards it to 
the neighbour node. This strategy ensures that most nodes 
receive the average distance per hop from the nearest wrong 
node. After receiving the average distance per hop, the 
unknown node calculates the hop distance to each beacon 
node according to the recorded hop count.
2.4 Improved distance vector hopping algorithm

The distance vector hopping location algorithm uses the 
communication radius of the node as the average distance 
per hop, and the positioning error is large. When the nodes 
are not dense enough, the number of hops from the unknown 
node to the beacon node increases, and the error between 
the obtained hop distance and the actual distance increases.
In order to solve the problems in practical applications and 
improve the accuracy, according to formula (6), each beacon 
node can get an average distance of HopSizej per hop.
Through flood routing, the unknown node obtains the average 
hop distance of each wrong node and weights the distance 
value to obtain the final average hop distance.

(1) Assume that the number of hops from the unknown 
node to each beacon node is h1, h2, h3, ..., hn, then the 
weighted value of the average hop distance of each wrong 
node is recorded as:
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Calculate the final average hop distance of unknown nodes, 
denoted as Q,
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If we add a wrong node to participate in the positioning 
based on the three-side ranging, as shown in Fig. 2, then 
according to the three-side ranging the principle is to 
take three wrong nodes to estimate the coordinates of the 
unknown node each time, and the four wrong nodes obtain 

a total of four groups of position estimates. The coordinates 
of B, C, and D points for E points are E1(xE1

,yE1
), A, B, C 

get the E point coordinate estimation is E2(xE2
,yE2

).
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Fig. 2: Quadrangular location and distance measurement

3. Adaptive clustering routing optimization  
method for digital mine

Because the energy obtained by the nodes from the outside 
is unstable and unbalanced, the sensor nodes that are cluster 
nodes adopt different sampling frequencies so that the 
purpose of sustainable work can be achieved, under this 
premise, the sampling frequency of the cluster head node 
can be determined by the correlation algorithm. However, 
sensor nodes that are cluster head nodes need to periodically 
transmit the collected data to Sink nodes. Similar to the 
clustering algorithm of traditional WSNs, it also works in 
the form of rounds, but each round is divided into cluster 
establishment phase and data transmission phase. Because the 
cluster head node is not only responsible for the collection, 
processing, and transmission of cluster node data within the 
cluster, it also needs to be responsible for relaying tasks when 
other clusters need to transmit data, especially cluster head 
nodes close to Sink nodes, so the cluster head node plays 
an important role in the clustering routing of IoT-WSN. It is 
specially important to establish a proper cluster to balance 
the energy consumption among cluster heads. Based on the 
characteristics of IoT-WSN, we design a new algorithm for 
cluster establishment process is as follows:

Step 1:  For all nodes we can set Net(i) = 0, Kind(i) = 0;

Step 2: BS sends out partition_cluster() signals, node i 
calculates its distance based on partition_cluster() 
and updates Hj, Q and Ei;

Step 3: Node i calculates the average residual energy of 
its neighbor nodes Q;

 ( ) ( )1 1 2 21 2

1

( , ) ,

( )

E E E E

n

i i
i

f E x y E x y

kind i w HopSize

endif
−

>

= ∑



731JOURNAL OF MINES, METALS & FUELS

Step 4:  BS sends out CH_select() signal, after receiving 
CH_select(), the candidate cluster head starts the 
timer Ti and monitors other packets.
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At the initial stage of cluster establishment, the network 
gradient values and node types of each node are set to 0 
respectively. Then the Sink node sends out the clustering signal 
partition_cluster(). As mentioned earlier, the transmission 
radius of the Sink node can cover the entire IoT-WSN area, 
so every node can receive partition_cluster().

4. Experimental analysis
During the experiment, a mine base in Yulin was selected 
as the test area.The communication radius of the node is 
120m, and 50 nodes are randomly deployed in the test area.
The position information of the sensor nodes is tested 150 
times, and the experimental data are the average of the 150 
experiments. Using different algorithms, the location error 
results are compared under different connectivity and anchor 
nodes ratio. The simulation results are shown in Fig. 3. As is 
observed from Fig. 3, we can see that the improved DV-Hop 
achieves fairly good results in the average positioning error of 
unknown nodes, and improves the accuracy of the algorithm.

In order to verify the performance of the improved DV-Hop 
algorithm, simulation is carried out in MATLAB R2010a.The 
machine used in the simulation is: Windows 10 operating 
system, Intel (R) Core (TM) i7 processor, 8GB memory.
The simulation environment is as follows: 200 rechargeable 
sensor nodes are deployed in the two-dimensional space of 
200m * 200m, and the Sink nodes are located at (50m, 50m).
Other related parameters are set as shown in Table 1.

Due to the important role of cluster head nodes in clustering 
routing, the quality of cluster head nodes is first compared.
The ratio of the residual energy of cluster head nodes to the 
average residual energy of all nodes of the cluster is used to 
judge the quality of cluster head nodes. In order to reflect 
the effectiveness of comparison, 15 clusters are randomly 

selected from IDV-Hop and DV-Hop for comparison, and 
the comparison results are shown in Fig. 4.

Table 1. Partial simulation parameter setting

Parameter Set value
E1(xE1

,yE1
) 10.40

E2(xE2
,yE2

) 12.31

HopSize1 45.98
CH_select 130.343

Net(1) 12.21
kind(1) 56.29

(a) Relationship between mean location error and average connectivity

(b) Relationship between average positioning error ratios.
Fig. 3: Simulation result

Fig. 4: Quality comparison of cluster head nodes
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5. Conclusions
In this paper, with the goal of good environmental adaptability, 
low power consumption, low cost and standardization, the 
key technology of wireless sensor network for digital mine 
is studied in digital mine, including network structure, 
networking mode, node location method, data fusion method, 
energy fast self-sufficiency and energy saving strategy. The 
performance evaluation method of wireless sensor network 
is also introduced. Based on the different energy absorption 
efficiency and limited battery capacity of the rechargeable 
sensor nodes for the application of the digital mine network, 
a new clustering routing protocol is proposed for IoT-WSNs.
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