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1.0 Introduction

Micro-services architecture has changed the paradigm of
software designing and software development behaviour as
they are lightweight, easily adaptable, and faster to be built
and deployed at business servers. The volume and
architecture of enterprise applications are very large and
complex so they always intend and expected to be built easily,
easily scalable, fault-tolerant and work independently. Several
organizations strive to achieve better, faster and customer-
oriented business applications by developing the fault-
tolerant system. However, several industries are facing the

problem of meeting the demand of end customers within the
time-frame or as per market demand for it. The market is
changing and it is volatile in nature. The nature of today’s
market changes so abruptly that software industry faces
problems or impediments to hit the market demand due to
complex, large, monolith clumsy applications which are
complex to be broken easily and eventually fail to hit the time-
to-market approach. It has been observed that there are very
few works available on how to improve business deliveries
by adopting Micro-services and implementing a better
Continuous Integration (CI) and Continuous Delivery (CD)
pipelines which makes the end product available to end
customer on time. CI emphasizes and supports that the
software industry must find out the production errors and
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software defects at early stage rather than in production
environment. In this work, focus has been on how to
implement a robust, steady and automated CI/CD pipeline
which builds the micro-services faster, error-free, and deploys
it to business servers before the market need the product
feature. Several inputs have been taken and fed them to
measure whether really micro-services and CI/CD are capable
enough to meet the business demands before time or not. A
comparison between micro-services and monolith
applications have been analyzed in terms of build and deploy
time, scalability, fault tolerance and time-to-market.

A typical process to improve the business readiness and
final end product in the form of micro-services involves the
following steps:
• Identify business functional components
• Prioritized and defector components
• Designing the micro-services using Spring Boot

framework and architecture
• Setting up continuous integration and continuous

deployment pipelines using Jenkins and PCF
• Build the micro-services using Git, Jenkins, Python and

Angular
• Deploy the micro-services to Containerized environment
• Measure the different parameters like build and

deployment time
• Total time to scale-up and scale-down in peak traffic flow
• Total latency difference between monolith and Micro-

services
• Systematic scalability difference between monolith vs

Micro-services
• Total time spent in infrastructure readiness for business

production servers (time-to-market)
Due to its inherited advantages and benefits, for the past

few years the software industry has strived to migrate from
monolithic legacy systems to a micro-service architecture. A
monolithic application architecture support only a single
unified dependable unit while a micro-services architecture
entails to smaller, independently deployable services, which
are lighter in weight and easily deployable. They consume
less CPU resources or memory and are faster in response.
micro-services, as opposed to monolithic apps, are compact,
autonomous entities that focus on certain functions and
collaborate with others to support an application’s operation.
The benefit of a micro-service architecture is that developers
can deploy features that prevent cascading failures1-5.
Monolithic application is designed in such a way that using
a monolithic architecture structure, if production fails in one
subcomponent of the architecture, it will ruin and breaks all
architectural components altogether. On the other hand the
beauty of micro-services is that each subsystem is
independently written and with a micro-services architecture,
if one service fails, it is much less likely that other parts of
the application will fail because each micro-service runs

independently. Various results have been achieved, which
clearly indicate that micro-services are faster, easier, and error
free to end real customer in real-time business environments
as they are easy to scale up, faster to build, have low latency,
fault-tolerant and hits time-to-market factor6-12.

Continuous Integration and Continuous Delivery helps
the software world to find the bugs in the code issues and fix
it faster, which entails to faster application delivery times and
decreased time to market factor. Modern applications make
use of Dev-Ops practices like CI/CD to reduce several
duplicate tasks which can increase development time and
consume unnecessary time to deploy to Business
servers13-15. Figure 1 shows the Dev-Ops eco-system for
micro-services. In CI/CD process, CI which means continuous
integration merges incremental code changes to the main
version control repository on a regular basis as the developer
commit the change in code. This code merge or code check
indirectly call version control webhooks to trigger an
automated build process that runs unit and integration tests
to cover the software testing in an automated fashion. CI
process ensures that bugs and integration issues are detected
early in the development stages and aren’t propagated
through to production.

Dev-Ops is traditionally based on Agile methodology16-17.
Each software development environment advocates the
AGILE culture where open dialogue between the software
developers and the product owners, software testers,
architects and finally release managers are involved with
deployment, testing (the operations team) and maintenance
of the end product which business people use for their own
use cases, hence the name Dev-Ops. Dev-Ops approach adds
the feature of maintainability to the development
lifecycle18-26. Continuous integration is another feature that
makes Dev-Ops faster and more efficient than agile. Few
researchers strive to improve the delivery of several Micro-
services, others focus on containerized culture like PCF,

Figure 1: DevOps eco system for micro-services

Vinay Singh, Amarjeet Singh, Alok Aggarwal, Shalini Aggarwal and Himanshu Chaudhary



Vol 71(4) | April 2023 | http://www.informaticsjournals.com/index.php/jmmf Journal of Mines, Metals and Fuels | 547

OpenShift or Kubernetes problems and their real-time
challenges, but in these efforts, we never find the relationship
between the two different eco-systems.

2.0 Methodology and
Experimental Description

2.1 Installing Jenkins and Setting up
Continuous Integration and Continuous
Delivery Pipeline

Various steps used for installing Jenkins and setting up
Continuous Integration and Continuous Delivery pipeline are
given below.
Step 1:

Setup Jenkins
Setup docker
Execute these system commands:

systemctl start jenkins
systemctl enable jenkins
systemctl start docker

Step 2:
Open Jenkins console
Click New Item > create your first job

Step 3:
Choose freestyle project with name and save

Step 4:
Go to configuration section > SCM
Link Repository

Step 5:
Select Build option
Place shell script and Execute shell
The architectural flow of build and deploy of micro-

services from development to business production servers is
shown in Figure 2. Figure 3 shows how to set up Jenkins and
CI/CD pipelines to build micro-services. Bash Script written
for constructing CI/CD Pipeline for micro-services is shown
in Figure 4.

Constructing a rapidly deployable micro-services
architecture can bring better adoptability, maintainability and
agility, but it entails on the approach of how developers and
architects share code and data between micro-services and
prepare for Inter-Pods communication. Micro-services must
be constructed using design patterns and spring boot

Figure 2: Architectural flow of build and deploy of micro-services from development to business production servers
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framework, but no-code platforms can call a web service to
request data and return it much more quickly. Micro-services
are usually adopted and constructed as backend services
where it provides end API to call a service or group of
services. Micro-services are designed in such a way that
every scalable architecture makes it easy to design and
deploy so quickly and consume API backend services.
Ultimately, it hits time-to-market and provides business values
to the end customers. Web and mobile front-ends are user
interfaces that leverage functionality provided by back-end
services.

2.2 Software Code Build and
Deployment Time

The two most important factors which play major role in
the software industry are speed and agility where software

code is written and checked into distributed
version control system like Git. Obviously, the
way developers write and do programming on
their own systems is often faster than
deploying sharing resources on a web server.
Monolith system are complex in nature and
due to high dependencies, the build and
deploy mechanism in monoliths is more
complex and time-consuming and never hits
the time-to-market factor. Modules in micro-
services are isolated from each other, making
it easier to build and deploy. We built several
micro-services and found that the build and
deployment does not significantly increase if
we increase the huge number of Micro-
services at once but in the case of monolithic
applications, we see a significant amount of
time to build it once. This helps us to deploy
the application in real-time environments like
business production servers are faster and
smoother and ultimately hits time-to-market.
Figure 5 shows a comparison on build and
deployment time between micro-services and
monolith.

2.3. Latency in Monolith and
Micro-services

The digital transformation or modernization
of legacy applications from monolith
architecture to micro-service architecture is
getting increasingly popular in recent times.
Figure 6 shows how the latency increased
drastically in the monolith system for a range
of 500 to 2500 HTTP calls per second which are
very small and incapable in the contemporary
business world where an average of trillion
transactions are served every day.

Figure 3: Setting up Jenkins and CI/CD pipelines to build microservices

Figure 4: Bash Script to construct CI/CD Pipeline for Microservices

Figure 5: A comparison on Build and Deployment time between
microservices and monolith
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2.4 Time to Market: Monolith vs Micro-
services

Reducing time-to-market is the first and foremost priority
for each organization and business. Reducing the time it takes
to get a product to market gives a competitive advantage that
allows staying ahead of contemporary competitors, respond
faster to market changes, and increase the business with the
latest modifications and better customer experience. Monolith
systems are typically harder to deploy because of their large
size and complex dependencies. It is experimentally proven
that micro-services are faster to be deployed and ready for
time-to-market, but monolith systems are complex and they
are not flexible enough if any change in the system is required
and require an entire change in the system hence cannot be
easily built and deployed. Figure 7 shows the total time spent
in infrastructure readiness for business production servers
(time-to-market).

3.0 Results and Discussion

Micro-service engineering trends tend to result in sub-optimal
applications of this architecture fashion, driving an
environment in which groups begin to think that micro-
services are yet another embraced fad. Dev-Ops technology
also has significant business value. The approach increases
the quality of enterprise software applications while also
reducing delivery times. Dev-Ops technology also improves
business team productivity and growth. The Dev-Ops trend
has prompted many businesses to automate their software
deployment and release processes. Dev-Ops can support the
company by enhancing communication and teamwork within
the workplace. Frequent communication boosts efficiency,
and the more employees connect when working together, the
more they can maintain high-quality service. In that situation,
it is important to understand why Dev-Ops is a tool for
increasing employee productivity and camaraderie. These are
some of the reasons why Dev-Ops is one of the most
effective tools for team management. Dev-Ops puts together
two critical aspects of the company processes, as the name
implies. The strategy incorporates operations and creation
under one roof. One umbrella could be a single team with
shared objectives. The business team takes care of every
stage of the Dev-Ops application lifecycle, including growth,
testing, and operations, thanks to the convergence of
business developments and business goals. There is an
option of testing the Dev-Ops approach to its limits. As a
result of the business automation enabled by Dev-Ops
technology, the business team will collaborate to introduce
new practices. Automation is one of the main advantages of
Dev-Ops because it allows for accelerated business
development by eliminating sluggish and manual processes.
Dev-Ops helps companies to grow at a fast and consistent
pace. Dev-Ops, on the other hand, can be extremely difficult
to implement if done incorrectly.

In a typical scenario, several micro-services are deployed
in real-time environments in several pods. Hence we must
have a proper design and a well-defined architectural flow of
these micro-services so that we can easily and correctly
communicate with each other and their backend API services
with clean interfaces for services and a convenient database
for each service. Finally, the software industries nowadays put
several efforts to overcome the problem of monolith
applications by fully migrating to micro-services.

Figure 8 shows the Python Script to build and deploy for
micro-services in CI/CD pipeline. Results show that micro-
services systems take very less time to be built and they are
considerably fast in response so eventually they take
significantly less amount of time to be built, deployed, and
considerably faster in response as compared to monolith
systems. Monolith systems are very expensive and hard to
scale-up and scale down based on business needs whereas

Fig. 6. Latency statistics between Monolith vs Micro-services
based systems

Fig. 7. Total time spent in infrastructure readiness for business
production servers (time-to-market)
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micro-services-based systems are scalable and highly
independent in nature fault-tolerant and continuously
deployable.

Fig. 8. Python Script to Build and Deploy for Microservices in
CI/CD pipeline

4.0 Conclusion

With some reports published by Gartner, it has been
evidenced that today, almost 71% of software companies,
many of which are among the major players in the IT market,
have already adopted the design pattern of micro-services
from their development, SIT, UAT and production business
servers. Whereas 6% of large companies, 50% of medium
companies, and 24% of small companies are using micro-
services in production and development. The Gartner
statistics show us that the adoption of micro-services with
the containerized approach is generally applied in business-
demanding environments where applications are critical and
require processing the data in real-time systems at peak hours
in the real-time system and within high real-time transactions
and even at massive scales a traffic flow allows jobs to be
conducted independently. In traditional monolithic
application development, subcomponents of monolith
applications are so tightly bound together that they become
so clumsy to redesign and scale up. Conversely, micro-
services are written in a well-designed Spring boot framework
that uses a modular design structure that enables software
designers and architects to code, test, and debug each small
independent component of the application without having a
dependency on the entire system.

In this work, a novel migration approach has been
proposed to improve the business deliveries and cover the
time-to-market approach by using advanced Continuous
Integration and Continuous Delivery process and
sophisticated Dev-Ops and cloud tools like Jenkins, Git and
Amazon cloud which has micro-services deployed in the
containerization form. Finally, a model and a robust system
has been investigated and proposed in terms of
decomposition, testing, security, performance, inter-service
communication, persistence, and transaction management
aspects. The whole analysis revolved around proposing a
novel approach to how to reduce the build and deployment
time and make the end business product available to end
customers in a faster and more rapid way.
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